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Abstract-In e-commerce model, seasonality has a significant role in determining relevancy. 

A question jacket, for instance, has a different collection of pertinent papers in the winter 

than in the summer. For the best possible user experience, Seasonality in product search 

should be taken into account by e-commerce search engines. In this report Using 

information from a significant e-commerce site, we formally establish the idea of seasonal 

relevance, describe it, and measure it. According to our findings, 39% of the questions are 

extremely seasonal in nature and could benefit from having seasonality taken into account 

when ranking. We suggest LogSR and VelSR features, which are cutting-edge neural 

models based on self-attention, to capture product seasonality.  

Large-scale offline and online trials demonstrate the effectiveness of our strategies for 

modelling seasonal relevance. The findings of the online A/B test on 784 MM queries 

indicate that the treatment with features for seasonal relevance leads in 2.20% higher 

purchases and a better overall customer experience. 

Keywords:-Seasonality; E-commerce search, Learning to rank, Natural 

language processing, Self-attention mechanism  

 

I INTRODUCTION 

Search and suggestion are primarily responsible for product discovery in e-commerce. 

Increasing product relevancy in e-commerce searches relies on a number of factors, including 

the user, time, context, and query. Although the dimensions of the user, question, and context 

are well understood in information retrieval research and are included in e-commerce search 

engines, the time dimension is under addressed. notably in terms of relevancy. In contrast, the 

topic of temporal information retrieval is well investigated in web search. Studies have been 

done to profile the temporal aspects of questions, including their sensitivity to time. Another 

line of inquiry combines web search ranking with temporal data. 
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In this report, we give a thorough investigation of seasonality as a factor in search engine 

relevancy for e-commerce. We outline methods for spotting seasonality in queries and 

products, as well as attributes that might be used to capture it. During a typical learning-to-

rank (LTR) framework, several features can be used. Finally, we present search experiments 

that assess the usefulness of the features. The importance of managing seasonality in e-

commerce search is demonstrated by increased metrics, such as 0.62% more clicks, 1.22% 

more add-to-carts, and 2.20% more transactions. 

 Electronic trading of physical goods and of intangibles such as information. 

 All the steps involved in trade, such as on-line marketing, ordering payment and 

support for delivery. 

 The electronic provision of services such as after sales support or on-line legal advice. 

 Electronic support for collaboration between companies such as collaborative on-line 

design and engineering or virtual business consultancy teams. 

 

 

II. LITERATURE REVIEW 

HaodeYang(2018): - ―Seasonality is an important dimension for relevance in e-commerce 

search. For example, a query jacket has a different set of relevant documents in winter than 

summer. For an optimal user experience, the e-commerce search engines should incorporate 

seasonality in product search. In this paper, we formally introduce the concept of seasonal 

relevance, define it and quantify using data from a major e-commerce store. In our analyses, 

we find 39% queries are highly seasonally relevant to the time of search and would benefit 

from handling seasonality in ranking. We propose LogSR and VelSR features to capture 

product seasonality using state-of-the-art neural models based on self-attention. 

Comprehensive offline and online experiments over large datasets show the efficacy of our 

methods to model seasonal relevance. The online A/B test on 784 MM queries shows the 

treatment with seasonal relevance features results in 2.20% higher purchases and better 

customer experience overall.‖ 

Shahid Amin(2016): - ―E-commerce is a boom in the modern business. E-commerce means 

electronic commerce. E-commerce (Electronic commerce) involves buying and selling of 

goods and services, or the transmitting of funds or data, over an electronic network, 

predominantly the Internet. E-commerce (Electronic commerce) is a paradigm shift 
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influencing both marketers and the customers. Rather e-commerce is more than just another 

way to boost the existing business practices. It is leading a complete change in traditional 

way of doing business. This significant change in business model is witnessing a tremendous 

growth around the globe and India is not an exception. A massive internet penetration has 

added to growth of E-commerce and more particularly start-ups have been increasingly using 

this option as a differentiating business model. Moreover E-Commerce has significant 

influences on the environment. Although the model is highly used in current business 

scenario but the option has not been explored at its fullest. The current research has been 

undertaken to describe the scenario of E-Commerce, analyze the trends of E-Commerce. The 

study further examines the key variables imperative for the success of E-commerce business 

models. ― 

 

III. METHODOLOGY 

A. SEASONALITY AND RELEVANCE 

E-commerce items can be seasonal (like a raincoat) or always in demand (e.g. jeans). We 

conduct our research on a significant e-commerce site's fashion categories. The seasonal and 

holiday patterns of sales in the fashion categories reflect the shifting preferences of 

consumers for different product categories and fashion trends over the course of the year. For 

instance, there were dramatic differences between the two costumes. 

B. DEFINITION OF SEASONAL RELEVANCE 

We determine a product's seasonal relevance based on its sales, reasoning that an increase in 

demand and consequently sales while a product is in-season reflects consumers' perceptions 

of seasonal significance We use the same time frame as and use a month. Assume that A is 

the product purchased, M is the month of purchase, and E is a purchase event. We define the 

seasonal relevance of a product for any pair of products a and month m, where m 1,..., 12. 

𝑃𝑎𝑚 = 𝑃 (𝑀 = 𝑚|𝐴 = 𝑎) 

fundamentally a probability distribution, and Pa = (Pa1,..., Pa12). 

A product's Pam can be calculated by looking at how much of its annual sales are 

concentrated in month m for product a. Using its raw form instead 
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In order to distinguish between trends in product sales and those simply brought on by a 

change in overall sales, we normalise the statistics with the monthly sales overall. 

𝑄𝑎𝑚 = 𝑆𝑎𝑚𝑆𝑚 Í12 𝑚′=1 𝑆𝑎𝑚′ 𝑆𝑚 

as a predictor of Pam, where Sam represents the sales of product A in month M and Sm 

represents the month's overall sales. Qa = (Qa1,..., Qa12) is known as the product monthly 

sales concentration vector (MSC). We use the same procedure for inquiries. The chance of 

encountering a question in a given month conditioned on its occurrence is known as the 

seasonal relevance between a query and a month, and it may be determined using query 

volume. The query monthly volume concentration is then Qa (MVC). 

 

C. APPROACH 

We outline a prognostic method to model seasonal importance in this section. Both products 

and enquiries can be addressed using our strategy. To avoid duplication, we go into detail 

about product seasonal relevance, and inquiries can be derived in accordance with that. 

 

D. SEASONAL RELEVANCE MODELLING 

As was covered in Section 2, Pam can be used to determine the seasonal relevance of a 

product during a month. Using data from Qam to estimate Pam could provide two problems: 

It only applies to products having past sales, because product sales in a given month—which 

are utilised in the Qam calculation—can be noisy for a variety of reasons, including user 

behaviour and discoverability. For instance, the same down jacket in two different sizes had 

obviously different MSCs, as seen in Table 1. 

Despite the fact that both peaked in popularity between October and February, one was more 

prevalent towards the end of the year than the other. We use a predictive technique to learn 

Pam from data in order to address the aforementioned cold start issue and reduce noise. 

 

Learn f by reducing L() = 

 

Since Qa and f (Xa; ) may be seen as two probability distributions, 1 |A| aA l(Qa, f (Xa; )) 

where l is the following cross-entropy loss. 
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(u, v) = − ∑ 1︁2 \s𝑚=1 \s𝑢𝑚 log 𝑣𝑚 

In order to complete our learning job, which involves turning text into numerical values, we 

adhere to the most recent best practise by using dense vector representations of words [19, 

20]. We employ FastText embeddings [1] in particular because I they handle uncommon and 

low-frequency words effectively, deliver good results for noisy text, such as product titles in 

e-commerce [10], and (ii) they are lightweight and increase system efficiency. Because 

neural networks have a track record of successfully modelling text semantically for 

downstream tasks, we employ them to model function f. Figure 2 depicts the model's 

architecture. 

 

IV RESULTS AND IMPLEMENTATION  

We initially discuss our findings regarding the seasonality of queries and products in this 

section. We provide theories regarding the underlying customer behavior. Because the latter 

is too noisy to draw trustworthy conclusions, as was previously noted, our analyses are based 

on the seasonal relevance projected by our prediction approach rather than that estimated 

directly from data. We then go over how our strategy for factoring product seasonal relevance 

into search ranking would affect e-commerce search. Through offline analysis and online 

A/B testing, we gauge the impact. A qualitative study is presented to show how the customer 

experience has changed. 

 

A. QUERY SEASONALITY 

Because query language is typically shorter than product names and users purchase a wide 

range of products but submit a smaller set of queries, query MVCs computed from data are 

less noisy than product MSCs. Table 3 displays MVCs for two sets of data-driven queries. 

Christmas sweater has an especially strong seasonal relevance to November and December, 

as would be expected, and sweater is seasonally relevant to late fall and the full winter 

season. In the other pair, summer clothing has a flatter distribution throughout the entire year 

even though spring and summer are when it is most relevant to the season. 

We segregate all query-month data to better understand how query seasonal relevancy relates 

to query volume and purchases. 
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B. RELATED WORK 

We highlight research areas that are pertinent to the study and use of temporal characteristics 

in recommender systems and information retrieval (IR). 

profiling of inquiries' and documents' temporal trends. A substantial amount of IR research, 

such as is devoted to profiling queries and documents from a temporal perspective. 

According to the frequency of the inquiries, research in quantifies the temporal dynamics of 

queries, whereas creates temporal profiles of each document by observing how its content 

evolves over time. All three works make use of time series analysis and concentrate on 

dividing the relevant components into groups like seasonal and non-seasonal. In contrast, link 

interesting things to discrete periods of time. The chance that a document is relevant at a 

particular point in time is how both works define temporal relevance. Their probabilistic 

environment is similar to how we operate. Estimates of query-time relevance from 

We highlight research areas that are pertinent to the study and use of temporal characteristics 

in recommender systems and information retrieval (IR). 

 

V. CONCLUSION 

In this study, we explicitly establish the idea of seasonal relevance within the framework of 

learning-to-rank for e-commerce search. 

Additionally, using empirical data, we give quantitative studies of the actual effects of 

seasonality on e-commerce search traffic. 

examine the scope and effects of a large e-commerce site's query data. A principled approach 

to modelling seasonal relevance is provided by proposed features based on neural models, 

which also helps to eliminate data-specific noise and generalize the model. The importance of 

managing seasonality in e-commerce search is highlighted by many offline and online 

experiments. The A/B test on 784 MM searches indicates unequivocally that the proposed 

approaches show more seasonal products, which statistically leads to more purchases and 

improved customer satisfaction. 
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